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1 Introduction

A stationary process is a stochastic process whose joint probability distribution
is invariant under time translation; a stationary time-series is an outcome of a
stationary process.

Financial data is certainly not stationary; invariance under time-translation
is violated by such effects as volatility-clustering and seasonality.

We wish to understand financial time-series data by modeling it by a multi-
regime stochastic process, in which the time-series throughout each regime is
generated by a stationary process and the transitions between regimes are so-
called ‘change points’.

The question which occurs most often when considering regime changes is
‘What is the difference between two regimes? What has changed?’. The def-
inition above makes it possible that anything could have changed but let us
consider some concrete examples:

• Consider a stock price process, the simplest and most apparent regime
change would be a change in the direction of price changes. E.g. the price
tended to go up and then it tends to go down.

• Also on the example of the stock price process we might observe a sudden
change in the volatility of the returns (we believe this type of regime
change is extremely common). More generally we might consider changes
in the distribution, incorporating mean, variance and higher moments, of
the returns at some point.

• If we believe the processes that generate this sort of financial data is
not necessarily an independent return process, we may also detect regime
changes where the auto-correlation structure of the returns has changed.
More generally we might consider changes in process dynamics, such as a
tendency to trend to a tendency to reverse.

• If we consider a basket of stock prices. We might observe regime changes
within the correlation matrix of the stock prices.
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Figure 1: SP 500 Futures Prices during the credit crunch, was there a regime
change at this time?

2 Approaches

There are several approaches to this problem of varying sophistication and com-
plexity. The simplest way to detect a single change point in an independent re-
turn process would be to measure the likelihood of each point in the time-series
being a change point by performing a statistical test (such as the Kolmogorov-
Smirnov test) on the data to the left and right of that point. The most likely
candidate point could then be accepted or not as the change point.

This method has several drawbacks:

• This can only detect changes in the distribution and will not detect changes
in auto-correlations, what tests are available to detect more general changes.

• How do we move on to detecting 2 or more change points when the brute
force method of testing each multi-dimensional change point configura-
tion seems intractable? It may be possible to start with detecting a single
change point (or at least candidates of such) and then moving on to de-
tecting further change points by analysing each regime. It is not clear,
though, that any optimal partitioning of the data with 2 change points,
say, is reducible to the optimal partioning of the data with 1 change point.

If the number of change points is known beforehand then the most powerful
method is to use a hidden Markov model (HMM) to determine the most likely
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location of those change points. The topology of the HMM is constrained to
only allow ‘right-left’ transitions, so that the transition matrix is of the form:
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The process associated with each state is essentially arbitrary; as long as
each can be optimised using maximum likelood, the entire HMM can be opti-
mised using a backwards-forwards (Baum-Welch) algorithm. Once optimised,
the HMM and the orignal dataset can be used to obtain a joint probability dis-
tribution for the location of the change points. Most practical applications of
HMMs use state processes that are iid, most usually a mixed Guassian model,
while a simple histogram could be used as a non-parametric model. Yet, there
is no reason why this process cannot be an ARMA or other non-iid process.
Such would allow modeling of changes in auto-correlation structure.

3 Problems

A major problem is that we do not know how many change points a given
sequence has. Simply maximizing the likelihood leads us to a model with as
many change points as data points, in which the data set is described exactly
but provides us with no understanding of the process or its generalities. We see
three approaches to addressing this problem

• A bottom-up approach, in which a single change point is detected and
then subsequent change-points are added until no other significant change
point can be added. This approach would require a full understanding
and resolution of the reducibility problem.

• A top-down approach where each point is assumed to be a change point
and neighbouring points are coalesced into regimes until no more combi-
nations seem possible. This approach seems powerful at first, however,
it must be understood that the definition of a change point depends on
the global properties of the time-series, so any test developed to combine
neighbouring points would have to be global in nature.

• An extension of the HMM approach, in which the topology of the tran-
sition matrix is ‘optimised’. How this is acheived is not entirely clear.
Two methods have occurred to us. The first is to introduce some penalty
function associated with the topology and then maximize likelihood mi-
nus penalty, the penalty could (should?) be inspired by an information-
theoretic description. The second approach is to apply a method like
simulated annealing in a top-down or bottom-up methodology.
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We would like the students to break into three groups, with each group as-
sessing and extending one of the above approaches, including: addressing each
approach’s specific concerns, furthering the analytic understanding of the prob-
lem and working towards practical algorithms. The groups should then share
ideas and developments between themselves and work towards a final assess-
ment of the utility, power, drawbacks and pitfalls of the different approaches.
Of course, we may be overlooking something in our outline of this problem and
if during the workshop a radically different approach is considered we would
very much like to hear about it.
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